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Abstract

This paper presents a fully automated system for traffic
surveillance which is able to count passing cars, deter-
mine their direction, and the lane which they are taking.
The system works without any manual input whatsoever
and it is able to automatically calibrate the camera by de-
tecting vanishing points in the video sequence. The pro-
posed system is able to work in real time and therefore it
is ready for deployment in real traffic surveillance applica-
tions. The system uses motion detection and tracking with
the Kalman filter. The lane detection is based on clustering
of trajectories of vehicles. The main contribution is a set
of filters which a track has to pass in order to be treated as
a vehicle and the full automation of the system.

Keywords: motion detection, tracking, vehicles, traffic
surveillance camera, direction detection, lanes detection,
real-time

1 Introduction

This paper presents a fully automated system for traffic
analysis. These types of analysis systems have a wide
spectrum of usage. For example, it is possible to moni-
tor the traffic or try to predict characteristics of the future
traffic flow. The presented system is able to count pass-
ing cars, determine their direction and lane which they are
taking. The goal is to run the system without any manual
calibration or input whatsoever. The full automatism of
the system is required if the system should be usable with
already mounted uncalibrated cameras which are spread
over highways. Therefore, the camera is automatically
calibrated prior to running the traffic surveillance system.
Real time processing is another requirement which needs
to be satisfied for usage in real traffic surveillance applica-
tions.

Some methods for calibration of the camera require user
input [29, 3] and therefore they can not be used in fully au-
tomated systems. Approaches for the calibration are usu-
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Figure 1: Example of video scene processed by the pro-
posed traffic analysis system. Information about passing
cars and their directions are displayed in output video.

ally focused on detection of vanishing point of the direc-
tion parallel to moving vehicles [6}, [10} 23] 25]. There are
several ways how to detect the vanishing point. Detected
lines [2316] or lanes [25} [10] can be used for obtaining this
vanishing point. On the other hand, Schoepflin and Dai-
ley [23]] use motion of vehicles and assume that they have
straight parallel trajectories. Kanhere et al. [16] detect ve-
hicles by a boosted detector and observe their movement,
and Zhang et al. [30] analyze edges present on the vehi-
cles.

A popular approach to detection and tracking of vehi-
cles is to use some form of background subtraction and
Kalman filter [13] to track the vehicles [12] 21], [14], 28|
i 22]]. Other approaches are based mainly
on detection of corner features, their tracking and group-
ing [2, [13, [5]. Also, Cheng and Hsu [4] use pairing of
headlights for the detection of vehicles at night.

Two main approaches are used for the detection of
lanes. The first one is based on detection of the lane di-
viding lines [18]]. The other approach is based on mo-
tion of vehicles and their trajectories. Tseng et al. [28]
use a virtual line perpendicular to vehicles’ motion and
compute intersections of the line with trajectories of ve-
hicles. Hsieh et al. [12] use a two-dimensional histogram
of accumulated centers of vehicles and Melo et al. [20]
approximate the trajectories with low-degree polynomials

Proceedings of CESCG 2014: The 18th Central European Seminar on Computer Graphics (non-peer-reviewed)



Initialization

Video input > Vanishing points > Camera
detection calibration

Motion 3 Trackine ; Filtering ; Direction
detection & trajectories computation ;U
o
=
=
oottt X oot . Lane detection 5
: Classification : -« : Speed : Wrong way <«——— | Lane histogram o

! . . ' measurement | <« - - - detection S

e 1 |, 1 accumulation

\

Video output

\

Data output

Figure 2: Pipeline of processing of the input video stream. Parts of the pipeline which will be implemented in the future,
namely Classification and Speed measurement, are shown in dashed boxes.

and cluster these approximations.

The system proposed in this paper uses detection of ve-
hicles by background subtraction [26,|31]] and Kalman fil-
ter [15] for tracking. Prior to running the algorithm, the
camera is calibrated by the detected vanishing points and
the vanishing point of direction parallel to the motion of
vehicles is used for higher accuracy of tracking. The detec-
tion of lanes is based on trajectories of vehicles and their
approximation by a line.

2 Proposed Method
Surveillance

for Traffic

This section of the paper presents methods used in the sys-
tem for detection and tracking of cars. The direction and
lane detection is also discussed in detail. The overall pro-
cessing pipeline is shown in Figure

The main goal of the system is to create statistics of
traffic on a road which is monitored by a camera. These
statistics include the number of passed cars, their direction
and lane.

2.1 Initialization

It is required to initialize the system prior to processing
a video stream. The main purpose of the initialization is
to find vanishing points of the scene and use the vanishing
points to calibrate the camera. This is performed in a fully
automated way and no user input is used. Arrows directed
to the vanishing points are used for visualisation of the

vanishing points. An example of the visualisation of the
vanishing points is in Figure[3]

The vanishing point of the direction parallel to the vehi-
cle movement is denoted as the first vanishing point. The
second vanishing point has perpendicular direction to the
movement of vehicles and the third vanishing point is per-
pendicular to the ground plane. However, only the first
vanishing point is required for the tasks described in this
paper; therefore, only detection of this vanishing point will
be described. The detection of the other vanishing points is
described in a paper written by Dubsk4 et al. [8]], currently
submitted to IEEE Transactions on Intelligent Transporta-
tion Systems.

First Vanishing Point Detection

Corner feature tracking is used for the detection of the first
vanishing point. Hence, Good Features to Track [24] are
detected in the video stream and KLT tracker [27] is used
for the tracking of the corner features. Detected motion
of the tracked features is extended into a line which is de-
fined by image points (x;,y;) and (x;41,y;+1) which are
positions of the feature in frame ¢ and 7 4 1.

All these lines are accumulated into the diamond
space [9]] until the initialization is terminated. The ini-
tialization is terminated when the global maximum of the
diamond space is bigger then a predefined threshold and
therefore a sufficient number of lines was accumulated.
Afterwards, the coordinates of the global maximum in
the diamond space are transformed into coordinates of the
vanishing point in the image plane.

The diamond space is based on Cascaded Hough trans-
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Figure 3: Detected vanishing points. Red arrows are point-
ing to the first vanishing point, green to the second one,
and the third vanishing point is defined by the blue arrows.
Yellow horizon line connects the first and second vanish-
ing point.

form and parallel coordinates. Each line which is accu-
mulated into the diamond space has to be transformed into
coordinates in this space. The transformation divides the
line into three line segments which are accumulated into
the diamond space. Examples of the diamond space are
in Figure 4]

It should be noted that the system uses a video down-
sampled to a framerate close to 10 FPS, so that the move-
ment of corner features is detectable and measurable.

2.2 Vehicle Detection and Tracking

The vehicle detection is based on motion detection in
the video scene. Mixture of Gaussians background sub-
traction [26] [31]] is used for the motion detection. Also,
shadow removal [[11] is used for higher accuracy of the
motion detection. Noise in the detected motion is re-
moved by morphological opening followed by morpholog-
ical closing. Detected connected components are consid-
ered to be a potential vehicle. The motion detection ap-
proach was selected mainly for its speed.

Kalman filter [13] is used for prediction of the new posi-
tion of a car and for associating cars in consequent frames.
The state variable of the Kalman filter (x,y,vy,vy)” con-
tains the current position of the car and its velocity in im-
age coordinates.

Several conditions are used for matching an object in the

y

Figure 4: Examples of diamond spaces for detection of the
first vanishing point with located global maximum

Figure 5: Examples of matching rectangles (red) for pre-
dicted object location (blue). The actual center of the de-
tected connected component is drawn by green color. The
figure shows that the longer side of the rectangle is di-
rected to the first vanishing point.

consequent frame to its predicted location. The first con-
dition states that the matched object must have similar col-
ors. This condition is enforced by correlating histograms
of objects in HSV color space. The second and last con-
dition is that the center of matched object must be inside
of so called matching rectangle. The predicted location of
a car is the center of this matching rectangle and the longer
side of the rectangle is directed towards the first vanishing
point, as it is shown in Figure[5| and the matching rectan-
gle has size 30 x 15 pixels. This condition is built on the
assumption that the vehicle is going either in the direction
towards the vanishing point or from the vanishing point,
and therefore it is expected that in this direction can be
higher displacement from the predicted location. Lastly,
the closest connected component which meets the condi-
tions presented above is found for each object and its pre-
dicted location in the consequent frame.

When a match is not found in several consequent
frames, the tracked object is removed from the pool of
tracked objects. Several filters are used for determining
if the object should be accounted in the statistics of passed
cars. The trajectory of the object is approximated by a line
using least squares approximation. After that, the distance
of the first vanishing point from the line is measured. Let
us denote this distance as d,,. Also, the ratio r, Eq. (]I[),
between passed distance and maximal possible distance
which an object can pass in the given trajectory is mea-
sured, Figure [6] shows the positions of P, P, L, and Lj.
The object is accounted in the statistics as a vehicle if the
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acc variable is equal to 1, Equation (2), where 1,, and 7,
are predefined thresholds.

P,—P
|| e S|| (1)
|[Le — Ls|
B 1 dp<tpandr>t,
acc = { 0 otherwise )

2.3 Direction Estimation and Lane Detection

For a new vehicle which is about to be added to the statis-
tics, the direction of the vehicle and its lane is calculated.
Rule (3), which compares the relative positions of the first
vanishing point and the last and first position of the vehi-
cle, is used for computing the direction.

{ To VP [VP—PR|| < |[VP —P|

dir = From VP  otherwise

3)

The detection of lanes is based on clustering of the
trajectories of cars. Therefore, the trajectory is also ap-
proximated by a line with least squares approximation,
see green line in Figure [f] Each cluster of the lines cor-
responds to a lane in the monitored traffic surveillance
scene and the clustering is performed in a one-dimensional
space, where the values of the trajectory lines are their
angles with axis x in the image. The clusters itself are
searched as local maxima in the histogram of the angles.
Hence, the clusters have to be a local maximum in the his-
togram in a predefined surroundings and also the maxi-
mum has to have at least a predefined amount of accumu-
lated lines. The closest lane is assigned to a new passing
vehicle as the lane which the vehicle is using. The closest
lane computation is also based on the angles of the trajec-
tory line and the lane with axis x.

This clustering is always performed after every 200 tra-
jectory lines are accumulated and a unique identification
number is assigned to each cluster. Let us denote the set
of clusters as Cy = {(c1,a1),...,(cn,an)} where N is the
number of accumulated lines, and pair (¢;,a;) denotes one
cluster, where c¢; is its identification number and a; the
angle corresponding to the found local maximum. Cor-
respondences for clusters Cy and Cy_» are searched in
order to obtain the temporal consistency of detected lanes
in the scene. The clusters’ identification numbers would
change after every 200 accumulated lines if the correspon-
dences were not found; and therefore, it would be impos-
sible to create long-term statistics for cars passing in the
detected lanes.

The identification number of the found correspondence
is assigned to a cluster if the correspondence is found.
A new unique identification number is assigned to the clus-
ter otherwise. The correspondence for a cluster (¢;,a;) €
Cy is a cluster (cj,a;) € Cy_n00 for which @) and (@)
hold. The distance function is computed according to
Equation (6) which compensates that the angles 0 and 27
have distance from each other 0.

aj= Cn_200 (arg mcil‘l |dist(CN_2()0 (C) ,ai) |) (4)

Figure 6: Measured distances for a passed object. The
distance between approximated line (green) and the first
vanishing point (yellow) is measured. Also, the distance
between the first and last (P, P,) point of the track of a ve-
hicle is measured. The maximal distance which is possible
to pass with a given trajectory is also measured (distance
of Ly and L,).

dist(aﬁa,-) < ty (5)
dist(x,y) = min (2w — |x—y|, |x —y]) (6)

The dominant direction is also computed for each clus-
ter ¢ of the trajectory lines. The dominant direction dir, is
computed according to @), where lyp is the amount of the
trajectories in the cluster which have direction towards the
first vanishing point and / is the number of all trajectories
in the cluster. Reasonable value for threshold #,,,, is 0.1.

ToVP Y2 >1-14,
dirc = ¢ From VP IVT” < tiom (7N
Mixed otherwise

When the dominant direction for a lane is known, it is
possible to detect vehicles which are traveling in wrong
way. The detection is based on the detected direction dir
of the vehicle and the dominant direction dir. of the lane
which the vehicle belongs to. The wrong way variable ww
is determined by (8).

True  dir =To VP Adir, = From VP

ww=< True dir=From VPAdir,=To VP (8)
False otherwise
3 Results

This section presents the achieved results and methods of
evaluation of the algorithms, which were presented above.
The speed of video processing is also discussed.

The presented traffic analysis system was evaluated on
several video streams. The processed video streams have
resolution 854 x 480 and the video camera was located
several meters above the road. The angle of the video cam-
era varies as Figure 8] shows.
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Figure 7: ROC and Precision-Recall curves for detection and tracking of vehicles in video. Configuration providing the
best results has F-Measure equal to 0.915 and is marked by red color.

Figure 8: Examples of videos for detection and tracking
evaluation. Virtual line which was used for manual ground
truth annotation is drawn by red color.

3.1 Detection and Tracking

A manually annotated dataset was created for the evalua-
tion of accuracy of the detection and tracking of vehicles.
Imaginary line, see Figure[8] which is crossing the center
of image and dividing frames into two equal parts was dis-
played and for each car, the location and time of crossing
the line was annotated. Almost 30 minutes of video was
annotated in this way resulting in almost 800 vehicles in
the dataset.

The comparison with the ground truth annotation was
performed in the following way. For each vehicle which
was detected by the traffic analysis system, the trajectory
is approximated by a line and the intersection of the ap-
proximation with the imaginary line is computed. A match
with the ground truth is a vehicle which has trajectory with
close intersection to the ground truth intersection and pro-
jected time of passing this intersection does not differ too
much. If there are more vehicles which satisfy this con-
dition, the vehicle with the smallest time and intersection

difference is selected as the match with the ground truth.
This way of evaluation was selected because the system
targets mainly on overall statistics of passed vehicles.

Nine various configurations which have different max-
imal distance to the first vanishing point and minimal
passed distance of a vehicle were created and evalu-
ated. The ROC and Precision-Recall curves are in Fig-
ure [7] Configuration providing the best results has F-
Measure equal to 0.915 (Precision is 0.905 and Re-
call 0.925). The False Negative cases are caused mainly
by vehicle occlusions. The occlusions are caused either
by a shadow which connects vehicles into one connected
component or by a situation when a vehicle partially cov-
ers some other vehicle. The False Positives are caused pri-
marily by the motion detection incorrectly dividing a vehi-
cle into two objects and both these objects are tracked and
treated as vehicles.

3.2 Direction Estimation and Lane Detection

Several video sequences with a sufficient number of cars
were obtained and stability of detected lanes was evalu-
ated for these videos. The results of the evaluation are in
Figure Q]and as the graphs show, the detected lanes are al-
most totally stable and do not change with passing cars.
It should be noted that the detected lanes are recomputed
always after next 200 cars were observed. Also the di-
rections of the lanes were correctly detected as shown in

Figures[Q]and[T0]

3.3 Evaluation of Speed

Processing speed of the system was also evaluated and the
results are in Table [l The measured framerates include
also reading and decoding the video. The system was eval-
uated on a machine with Intel Dual-Core i5 1.8 GHz and
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resolution traffic intensity =~ FPS
high 57.97

854> 480 low 82.43
high 28.59

1920 x 1080 low 47 88

Table 1: Processing speed evaluation. Approximately 110
minutes of video were used for the evaluation. The videos
were divided into groups with respect to the traffic inten-
sity. It should be also noted that the system uses video
stream downsampled to ~ 10 FPS, so that the movement
is detectable and measurable.

8GB DDR3 RAM. As the table shows, the system can be
used for real-time analysis of Full-HD traffic surveillance
video. The framerates are higher in videos with lower traf-
fic intensity. The video sequences with higher traffic in-
tensity contain more motion and vehicles which need to
be tracked; therefore, more computational resources are
used.

4 Conclusions

This paper presents a system for fully automated traffic
analysis from a single uncalibrated camera. The camera
is automatically calibrated, vehicles are detected, tracked
and their direction is computed. Also, the lanes are de-
tected and therefore cars travelling in the wrong way can
be detected. The system works in real time and in a fully
automated way and therefore it can be used for online traf-
fic analysis with any camera which is monitoring a high-
way or a street. The system is ready for deployment and it
is currently used for online traffic analysis.

The system is able to work under bad lightning and
weather conditions. However, for example at night or
during rainy weather, the accuracy of detection and track-
ing decreases slightly because of light reflections from the
road. On the other hand, the initialization process can be
performed at night without any problem, it will just take
longer time because there is a lower amount of vehicles on
streets at night.

The main contribution and advantage of the proposed
traffic analysis system is that the system works without any
manual input whatsoever and the set of conditions which
a trajectory of a moving object in video is considered to be
a vehicle. Future development of the system will focus
mainly on complex crossroads and shadow elimination.
Also, elimination of pedestrians from statistics should be
addressed.
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Figure 10: Example of detected lanes and dominant direction of cars in the lanes. Green color means that the majority
of cars is heading towards the first vanishing point and red the opposite. Yellow color means that there is no dominant
direction for the given lane. Example of this situation is shown in bottom right image. It should be noted, that the centers
of cars, which are used for lanes detection, are not in the middle of the lanes because of the angle of view.
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