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Abstract
The mean shift algorithm is a well-known statistical
method for �nding local maxima in probability distribu-
tions. Besides �ltering and segmentation it is applied in
the �eld of object tracking. There are several approaches
that use the mean shift method for locating target objects
in video sequences. This paper compares three similar ap-
proaches and investigates their performance on different
test videos.

Keywords: object tracking, mean shift, CAMShift,
weighted histogram, ratio histogram, candidate model.

1 Introduction
Object tracking is an important task in computer vision.
There are many different approaches to track an object in a
video sequence. A detailed summary can be found in [15].
One possible approach is to use the mean shift algorithm
to localize the target object.

The mean shift algorithm is a robust statistical method
which �nds local maxima in any probability distribution.
It works with a search window that is positioned over a
section of the distribution. Within this search window the
maximum can be determined by a simple average compu-
tation. Then the search window is moved to the position
of this maximum and the average computation is repeated
again. This procedure is repeated until the mean shift al-
gorithm �nds a local maximum and converges.

To apply the mean shift algorithm in the �eld of ob-
ject tracking it is necessary to represent the data of video
frames as a probability distribution. Every pixel in a frame
gets a probability valueP(u;v), depending on its color.P
is a value which indicates how likely it is that the related
pixel belongs to the target object. Using this probabil-
ity values a frame can be represented as a 2D probability
distribution and the mean shift algorithm can be applied.
Mean shift is used in color-based object tracking because
it is simple and robust. The best results can be achieved if
the following conditions are ful�lled:

� The target object is mainly composed of one color.
� The target object does not change its color.
� Illumination does not change dramatically.
� There are no other objects in the scene similar to the

target object.

� Supported by the Austrian Science Fund under grant P18716-N13.

� The color of the background differs from the target
object.

� There is no full occlusion of the target object.

1.1 Related Work
There are numerous approaches employing the mean shift
algorithm in object tracking. Bradski presents in [2] his
so-calledCAMShift (Continously Adaptive Mean Shift)
method, Allan et al. improve in [1] the CAMShift method
by using a better target model, and Cominiciu et al. [6]
propose to use a candidate model in addition to the target
model (see Section 2). The mean shift algorithm is often
combined with other methods to improve the tracking re-
sults. Han et al. [7] use the mean shift algorithm in combi-
nation with a double model �lter to obtain robust results in
scenes with abrupt and fast motion. In [8], Jeong et al. pro-
pose to use a Gaussian-cylindroid color model to increase
robustness against illumination changes. Wang and Yagi
[13] describe an approach using not only color but also
shape features with mean shift. Besides object tracking,
the mean shift algorithm can also be used for smoothing
and segmentation. For more information see [5].

The rest of the paper is organized as follows: Section 2
describes three similar approaches using mean shift for ob-
ject tracking. Section 3 compares the three approaches
from Section 2 using different test sequences. In Section 4
the results and conclusions from Section 3 are summa-
rized.

2 Tracking with mean shift
This section describes three possible variants of the mean
shift object tracking method. They were chosen because
they differ only by their target model and use no additional
features besides the color of the target object. As these
three approaches are similar, it is interesting to see how
their results differ in the experiments in Section 3.

2.1 CAMShift by Bradski
TheCAMShiftalgorithm [2] is an application of the mean
shift algorithm for tracking objects in video sequences.
The standard mean shift algorithm can only deal with
static distributions (i.e., single images) because its search
window has a �xed size. Bradski uses a dynamical search
window that adapts its size after every video frame, de-
pending on the size of the target object.



As described in Section 1, it is necessary to assign a
probability valueP to every image pixelI (u;v). There-
fore, a target model of the desired object (i.e., out of a user
selection) is created in the form of a 1D histogram. The
histogram is quantized into 16 bins which groups similar
values and thereby improves performance. Bradski takes
the H-channel of the HSV color space (hue, saturation,
brightness) to describe the target object by a range of color
hues. Depending on the occurrence of a hue in the his-
togram, the probability value lies in[0;1]. To increase per-
formance, the probability distribution for the mean shift
algorithm is created within a so-calledcalculation region
which is, in most cases, smaller than the image. The prob-
ability values are assigned to the pixels depending on their
hue and thereby the histogram is used like a lookup-table.

After determining the probability distributionP(u;v),
the maximum of the distribution is searched. The location
of the maximum represents the position of the target ob-
ject in the actual frame. To calculate the maximum within
the search window, statistical moments of zeroth and �rst
order are used.

A statistical moment of orderp andq can be generally
formulated as [3, p. 226]

mpq = å
(u;v)2W

P(u;v) � up � vq;

whereWis the distribution. The zero-order moment

m00 = å
(u;v)2W

P(u;v);

corresponds to the integral over the distributionW. Simi-
larly, the moments of �rst order are

m10 = å
(u;v)2W

P(u;v) � u and m01 = å
(u;v)2W

P(u;v) � v:

The position of the target objectc = ( cx;cy) is then calcu-
lated as [2]

cx =
m10

m00
; cy =

m01

m00
:

After the position of the target object has been deter-
mined, the size of the search window is adapted for the
next frame. This adaptation is done with the moment of
zero order and the maximum value in the distributionPmax
[2],

ws = 2�
r

m00

Pmax
and hs = 1:2� ws;

wherews is the width andhs is the height of the search
window s. Bradski multiplies the height with a factor of
1:2 since human faces being tracked are more or less ellip-
tical. For the experiments in this paper we used different
objects, not only faces, so a quadratic search window is
used.

Besides the position of the target object, its width,
height and orientation can also be derived from the sta-
tistical moments. Thewidth

wtarget = 2�
� (a+ c) �

p
b2 + ( a� c)2

2

� 1
2

and theheight

htarget = 2�
� (a+ c)+

p
b2 + ( a� c)2

2

� 1
2

are calculated from the statistical momentsm of �rst, sec-
ond and zeroth order, with

a =
m20

m00
� c2

x;

b = 2�
� m11

m00
� cx � cy

�
;

c =
m02

m00
� c2

y :

Using central momentsm, the orientation of the target
object can be determined. Central moments are indepen-
dent of the position of the distributionW. This is achieved
by shifting the position of the distribution to the origin of
the coordinate system [3, p. 227], i.e.,

mpq = å
(u;v)2W

P(u;v) � (u� cx)p � (v� cy)q:

Finally, theorientationis calculated from the central mo-
ments of �rst and second order as

j target =
1
2

tan� 1
� 2� m11

m20 � m02

�
:

2.2 Method by Allan
In comparison to the original CAMShift method [2], Al-
lan et al. [1] employ a 3D histogram for the target model,
meaning that they use all three channels of the RGB color
space. The aim is to improve the distinction between back-
ground, other objects and the target object. All implemen-
tations for the experiments in this paper use the HSV color
space to do a fair comparison of the approaches.

2.2.1 Weighted histogram

Besides the three channels of the HSV color space, the
target model is created from a selection (containing the
target object) of weighted pixels. The weight of each pixel
depends on its distance to the center of the selection. By
weighting the pixels, the in�uence of background pixels
on the target model should be reduced.

For the weighting, the pro�le

k(r) =

(
1� r for r � 1;
0 for r > 1;

(1)
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Figure 1: Weighting with the Epanechnikov kernelK(r)
for normalized pixel positions within[� 1;1] � [� 1;1].

of theEpanechnikovkernel is used, which yields the radi-
ally symmetric kernel

K (r) =

(
1
2 � c� 1

d � (d+ 2) � (1� k rk2) for krk � 1;
0 for krk > 1;

wherecd is the volume of the unitd-dimensional sphere
[5].

In order to get a weighting that is independent of the
size of the selected region, all pixel positions are normal-
ized, such that their coordinates(x;y) are within[� 1;1] �
[� 1;1] (see Figure 1). Thus the centerc of the selection
is moved to the origin of the coordinate system andx-
positions are scaled with(ws � 1)=2 andy-positions with
(hs � 1)=2, ws andhs being width and height of the selec-
tion.

In Equation (1),r stands for the squared distance of a
pixel toc and is calculated as

r = kx�
i k2 =

�
2�

x� cx

ws � 1

� 2
+

�
2�

y� cy

hs � 1

� 2
;

wherex�
i is the normalized pixel position.

As in [2], the histogram isbinned, but in this case with
32� 32� 16 bins. The combined probability value for
each bin (used later-on to create the probability distribu-
tion) is determined as [1]

q̂u =
n

å
i= 1

k
�
kx�

i k2�
� d (b(xi) � u) : (2)

In Equation (2),xi is the pixel position in original coor-
dinates(x;y). The functionb : R2 ! f 1: : :mg projects a
pixel in 2D coordinatesxi into the 1D space of the his-
togram bin indices.b(xi) returns, dependent on the HSV
color value, the index of the �tting histogram bin for posi-
tion xi . d() denotes the Kronecker delta function, de�ned
as

d(x) =

(
1 for x = 0;
0 for x 6= 0:

2.2.2 Ratio histogram

Allan et al. were not satis�ed with the improvement of
tracking by the weighted histogram so they also introduce
a ratio histogramin [1]. Besides the weighting of the pix-
els depending on their distance to the centerc, they ad-
ditionally propose a weighting with a so-calledratio his-
togramô (a model of the background). For the calculation
of ô, a region three times larger than the search window
is employed. ˆo is determined as ˆq with Equation (2), but
with the kernel pro�le

k0(r) =

(
0 for r � 1
r for r > 1:

With this pro�le, the pixels from which the target model
was created are excluded (weighted with 0) and all other
pixels are weighted higher the farther they are away from
the center. Like ˆq, the ratio histogram consists of 1: : :m
bins per color channel. For every bin, aweighting factor

wu =

(
ômin
ôu

for ôu > 0;

1 for ôu = 0;

is calculated, where ˆomin is the smallest nonzero value in
ô. The probability values of the bins of ˆq are weighted
with the correspondingwu as

q̂uw = q̂u � wu;

and the result is a histogram ˆqw that is additionally weigh-
ted with background information.

The properties of the target object (width, height and
orientation) and the search window size are calculated as
described in Section 2.1.

2.3 Method by Comaniciu
Comaniciu et al. [6] propose an approach using a target
and acandidatemodel. They create the candidate model
with the pixels of the target object of the actual frame to
recognize changes in the target object. The formulation of
the target model,

q̂u = C�
n

å
i= 1

k
�
kx�

i k2�
� d

�
b(xi) � u

�
;

is the same as the weighted histogram used by Allan et
al., except for the constantC. C is required to ful�ll the
condition

m

å
u= 1

q̂u = 1

and is de�ned as

C =
1

å n
i= 1k

�
kx�

i k2
� :

The candidate model is calculated at the current position
c of the target object. In our implementation, the candidate
model is calculated out of a so-calledcandidate window,



which is smaller (70%) than the search window to keep
the tracking process from including too many background
pixels. To determine the candidate model

p̂u (c) = C�
n

å
i= 1

k
�
kx�

i k2�
� d

�
b(xi) � u

�
; (3)

the pixels within the search window are used [6]. Equa-
tion (3) also contains the constantC to allow a comparison
between the target and the candidate model.

To compare the two models, some kind of similarity
measure is necessary. For example, Comaniciu et al. use
theBhattacharyyacoef�cient

B =
m

å
u= 1

p
p̂u(c) � q̂u

to calculate the difference between the two distribu-
tions q̂ and p̂(c). Geometrically, one can interpret the
Bhattacharyya coef�cient as the cosine of the angle be-
tween them-dimensional vectors(

p
q̂1; : : : ;

p
q̂m)T and

(
p

p̂1(c); : : : ;
p

p̂m(c))T . If B = 1, the angle between the
two vectors is 0, and the two models are equal.

In [1] and [2], each pixel (within the calculation region)
receives a probability value from the �tting histogram bin
of the target model. In contrast, Comaniciu et al. assign a
weight

wi =
m

å
u= 1

s
q̂u

p̂u(c)
� d

�
b(xi) � u

�

to every pixel in the search window, depending on both
models. The probability values are only assigned within
the search window, because in each iteration step of the
mean shift algorithm, a new candidate model is created out
of the search window at the actual position. So, it makes
no sense to generate a bigger distribution, as it is used only
for one iteration step. The target position is subsequently
found as [6]

c =
å n

i= 1xi � wi

å n
i= 1wi

:

As the Bhattacharyya coef�cient measures the similar-
ity between the models, it could be used to adapt the tar-
get model. This would help to cope with illumination and
appearance changes. For the experiments, a very simple
method is used to adapt the target model, called ”'param-
eterized neglecting”'. From the original target model ˆq –
obtained from the �rst frame –, the target model from the
previous frame ˆqt� 1 and the candidate model ˆp(c), we cal-
culate the current target model

q̂t = q̂� a1 + q̂t� 1 � a2 + p̂(c) � a3;

where 0� a1 � 1, 0 � B � 1, a2 = (( 1� a1) � B), a3 =
(1� a1) � a2 anda1+ a2+ a3 = 1. The constanta1 spec-
i�es the in�uence of the original target model on the cur-
rent target model. The properties of the target object are
calculated as in [2]. The probability distribution for the
properties is created with the probability values of the cur-
rent target model ˆqt .

Method Ref. Seq. A Seq. B Seq. C

Ê CAMShift [2] 24 19 29
Ë Weighted histogram [1] 28 29 28
Ì Ratio histogram [1] 29 28 29
Í Candidate + target model[6] 26 26 28

Table 1: Performance of the four tracking methods on test
video sequences A, B, C (numbers are in frames/sec).

3 Experiments
In this section, the results of the experiments with four dif-
ferent methods are presented: CAMShift by Bradski [2],
weighted histogram by Allan [1], ratio histogram by Allan
[1], and Comaniciu's approach with candidate plus target
model [6]. Within this section, the methods are referenced
as Ê. . .Í . The target object was selected by the user in
the �rst frame, and the initial target model was created out
of this selection. In all experiments, the selection of the
frames for the �gures was dependent on their relevance.
Therefore, there are different frames for different imple-
mentations in the �gures. For every test sequence, the re-
sults of the different methods are compared to ground truth
(position, width and height of object) using the Euclidean
distance to allow a meaningful comparison. Ground truth
was determined manually for every 10th frame.

The performance (in frames per second) of every meth-
od strongly depends on the number of iterations and the
search window size. Table 1 lists the performance of the
four methods on three video test sequences A, B, C. The
tests were performed on a Pentium 4, 2.8 GHz, with 512
MB RAM. All algorithms were implemented in Java.

3.1 Test Sequence A (face)
In the �rst test sequence (Figure 2) a face should be
tracked. The dif�culty is that the background with the
brown furniture has hues very similar to the face itself.

Figure 2(a) shows that the 1D histogram of Bradski's
CAMShift method is not suf�cient as target model. The
background pixels are identi�ed as target object, and that
is why the search window is growing, the calculated posi-
tions are inaccurate, and the other properties (width, height
and orientation) are useless (see curve (1) in Figure 6(a)).

With the weighted histogram as a target model, the
result is already much better than with the CAMShift
method (see Figure 2(b)). The properties of the target
object are more accurate and usable. The corresponding
curve (2) in Figure 6(a) shows that the maximum of the
Euclidean distance is between the measurements 50–70.
The reason for that is the hand movement, which leads to
large jitter.

In Figure 2(c), the results of the ratio histogram method
are shown, and they are better than the results with the
weighted histogram. The disturbance through the hand
passing the face is much smaller than with the weighted
histogram (see curve (3) in Figure 6(a)).

The approach proposed by Comaniciu et al. shows



promising results too (Figure 2(d)). The Euclidean dis-
tance is quite high during the occlusions through the hand
(curve (4) in Figure 6(a)). A reason for that is the adapta-
tion of the target model.

3.2 Test Sequence B (orange)
This test sequence (Figures 3, 4) shows a movingorange,
where the challenge is the fast and abrupt motion of the
orange, and its similarity to the background. The val-
ues calculated for the orientation in this test are not re-
liable, because the object is more or less circular, and
thus small changes in the probability distribution can cause
large changes in orientation.

Figure 3(a) shows that the CAMShift method has the
same problems as with the �rst test sequence. The cal-
culated properties are not feasible, and the Euclidean dis-
tance between the results and ground truth is very large
(see curve (1) in Figure 6(b)).

The implementation with the weighted histogram han-
dles this test very well and tracks the object successfully
(see Figure 3(b)). The corresponding cirve (2) in Fig-
ure 6(b) shows that the Euclidean distances are within an
acceptable range and do not vary strongly.

In Figure 4(a), the result with the ratio histogram can
be seen. Surprisingly, the result is worse than in Figure
3(b), because the target object is lost between frames 40
and 45. The reason is that important colors were de�ned
as background (in the background histogram) and are not
in the target model.

The best result with this sequence was achieved with
the approach of Comaniciu et al. As Figure 4(b) and the
corrersponding plot (4) in Figure 6(b) show, the position,
width, and height of the target object were determined
quite accurately.

3.3 Test Sequence C (cup)

In the third test sequence (Figure 5), a violet cup has to be
tracked. The challenges are the illumination changes and
the changes of the object's appearance due to the rotation
of the cup.

Surprisingly, the tracking with the CAMShift method
delivered very good results. Figure 5(a) and curve (1) in
Figure 6(c) show that the determined properties of the tar-
get object are accurate and reliable. Since the hues of the
cup differ enough from the hues of the background, the 1D
histogram is perfectly suf�cient as target model. The 1D
histogram only uses the hue information and so the bright-
ness changes pose no major problem, because brightness
is not considered in the model.

Figures 5(b, c) and the corresponding curves (2) and (3)
in Figure 6(c) show the results for the approaches of Al-
lan et al. (weighted histogram and ratio histogram). Both
approaches delivered similar results. At the beginning, the
tracking performs well, but then the target object is lost
in frame 298 because of the illumination and appearance
changes.

The results for Comaniciu's approach can be seen in
Figure 5(d). As with the CAMShift method, the target
object can be tracked through the whole sequence. This
solution works well, even thought it takes into account the
brightness channel of the HSV color space. The reason
is the simple target model adaptation. The correspond-
ing curve (4) in Figure 6(c) shows that the Euclidean dis-
tances around measurement 30 are the highest. The reason
is the very dif�cult part of test sequence C, where the cup
is tilted. In this part of the sequence, the methods of Allan
et al. failed.

4 Discussion and Conclusions

The CAMShift tracking method is the simplest of the four
methods and supplies reliable and robust results, if the col-
ors in the background differ signi�cantly from those in the
target object. It can deal quite well with slight illumination
and appearance changes.

Extending the target model to a 3D histogram, as pro-
posed in [1] and [6], leads to a better distinction of the
target object from the background and other objects, even
when they are similar. The main drawback is that tracking
is less robust against illumination and appearance changes.

By using a weighted histogram, as proposed by Allan
et al. [1], the target model becomes more reliable, since
it contains fewer background pixels. The ratio histogram
seems to be even more robust, but it also has its draw-
backs. Imagine that the aim is to track a single face in a
video showing several people. When the ratio histogram is
created, it is possible that there is the color information of
another face in the background histogram. This will lead
to a failure in tracking, because important colors will be
weighted very low or, in the worst case, set to 0.

The approach proposed by Comaniciu et al. [6] appears
to be the most promising, but also the approach with the
highest computational costs (even though the difference is
not very high, see Table 1). It might be a good idea to
improve the adaptation of the target model, as the solution
with parameterized neglecting is not the best, as in [12].
Another idea is to use an estimator like the Kalman �lter
[14, 11] to improve tracking with mean shift. It is possible
to use the estimated position as the starting position for the
mean shift algorithm (not the position from the last frame
as before), and use the result of mean shift as a measure-
ment for the correction process of the estimator. Another
good effect of the Kalman �lter is that it will smooth the
results of tracking with mean shift. Of course, there are
other appealing estimators besides the Kalman �lter, such
as the particle �lter [4, 9, 10], for example.

All four methods have advantages and disadvantages
under different circumstances. The CAMShift method,
with its simplicity, can be a good choice if the scene is not
demanding. If the illumination is constant but the back-
ground is similar to the object, the methods by Allan et al.
should be applied. For more challenging scenes, the ap-
proach by Comaniciu et al. appears to be the best choice.



Frame 1 Frame 2 Frame 10 Frame 200

(a) MethodÊ (CAMShift)

Frame 1 Frame 80 Frame 498 Frame 512

(b) MethodË (weighted histogram)

Frame 1 Frame 80 Frame 498 Frame 512

(c) MethodÌ (ratio histogram)

Frame 498 Frame 512 Frame 640 Frame 680

(d) MethodÍ (target plus candidate model)

Figure 2: Tracking results for Test Sequence A obtained withmethodsÊ. . .Í .

Frame 1 Frame 30 Frame 400 Frame 716

(a) MethodÊ (CAMShift)

Frame 1 Frame 30 Frame 400 Frame 716

(b MethodË (weighted histogram)

Figure 3: Results for Test Sequence B obtained with methodsÊ, Ë.



Frame 1 Frame 30 Frame 40 Frame 45

(c) MethodÌ (ratio histogram)

Frame 1 Frame 30 Frame 400 Frame 716

(d) MethodÍ (target plus candidate model)

Figure 4: Tracking results for Test Sequence B obtained withmethodsÌ , Í .

Frame 50 Frame 170 Frame 285 Frame 306

(a) MethodÊ (CAMShift)

Frame 50 Frame 170 Frame 285 Frame 298

(b MethodË (weighted histogram)

Frame 50 Frame 170 Frame 285 Frame 298

(c) MethodÌ (ratio histogram)

Frame 50 Frame 170 Frame 285 Frame 306

(d) MethodÍ (target plus candidate model)

Figure 5: Tracking results for Test Sequence C obtained withmethodsÊ. . .Í .
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(a) Test Sequence A
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(b) Test Sequence B
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(c) Test Sequence C

Figure 6: Distance between detected target and ground
truth positions for test sequences A, B, and C. Curves
marked (1). . . (4) plot the results for the four tracking
methodsÊ. . .Í described in Section 2.
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