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Abstract

In this paper we propose a particle-based volume render-
ing approach for unstructured three-dimensional tetrahe-
dral polygon meshes. We stochastically generate millions
of particles per second that are projected on the screen in
real-time. In contrast to previous rendering techniques of
tetrahedral volume meshes, our method does not need a
prior depth sorting of geometry. Instead, the rendered im-
age is generated by choosing particles closest to the cam-
era. Furthermore, we use spatial superimposing. Each
pixel is constructed from multiple subpixels. This ap-
proach not only increases projection accuracy, but allows
also a combination of subpixels into one superpixel that
creates the well-known translucency effect of volume ren-
dering. We show that our method is fast enough for the
visualization of unstructured three-dimensional grids with
hard real-time constraints and that it scales well for a high
number of particles.
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1 Introduction

Volume rendering is used in many disciplines. Visual-
ization of medical data or simulated data arising from fi-
nite element methods are just a few examples. The data
to be rendered can be represented as regular or irregu-
lar structure. Regularly structured data originates mostly
from medical imaging devices (MRI, CT, etc.). Direct vi-
sualization of these volumetric datasets is well researched
and various methods exist. A good overview over standard
methods is given by Hadwiger ef al. [8].

Irregular datasets — or unstructured grids —, are mainly
used for simulations, for example for finite element anal-
ysis [3], which normally uses an input of irregular shape
and which requires connectivity information of the grid’s
nodes. Rendering such grids is an ongoing field of re-
search. Early approaches use standard geometric algo-
rithms such as plane sweep techniques. Other algorithms
directly exploit the grid structure. Using tetrahedral grids

*philip.voglreiter @student.tugraz.at
Tkainz@icg.tugraz.at

is the most prominent method. The grids can either be pro-
jected directly, or they can be rendered in a preprocessed
state to speed up the rendering process [14].

Basically, all methods for volume rendering can be di-
vided into two main areas. They either are image-based
or object-based. Image-based methods, like ray casting,
generally scale with image resolution. Their performance
highly depends on the amount of pixels to be displayed.
In contrast, object-based approaches like point splatting
are less dependent on image resolution. The complex-
ity of rendering is strongly tied to volume complexity.
Particle-based volume rendering (PBVR) belongs to the
object space approaches. In contrast to many other meth-
ods in this category, PBVR does not require depth sorting
of any kind. Instead, we treat projected particles in a way
that is similar to z-buffering.

Modern applications demand fast visualization tech-
niques. Real-time generation of images with an acceptable
frame rate is essential for visualization techniques such
as Augmented Reality [5] or other applications with hard
real-time contstraints. Often, several tasks need to be per-
formed in parallel. Especially medical applications need
to provide a wide field of techniques concurrently to the
visualization of data. Recorded images often need to be
segmented. Also, simulations need to be performed si-
multaneously to visualization.

Modern GPUs give an option for fast visualization
methods and allow solving a vast amount of parallel prob-
lems in real-time. In this paper, we introduce a novel
way of stochastic PBVR on modern GPUs. In contrast
to the highly sophisticated particle generation methods
(Metropolis [12]) used by former approaches, we intro-
duce a method of particle generation with little computa-
tional effort. Our proposed method also allows online con-
trol of the number of generated particles. This is crucial
for applications with hard real-time constraints and allows
to alter visual effects such as density during runtime. Be-
cause the number of particles also influences the computa-
tional effort and memory consumption, our proposed on-
line control can also be used to steer the use of resources.
This is necessary for applications that require an execution
of different critical GPU accelerated tasks concurrently.

Furthermore, most PBVR methods for unstructured
grids do not take final opacity values of rendered volumet-
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ric cells into account. On the one hand, many approaches
do not allow this because of inherent problems of the par-
ticle generation method. On the other hand, most methods
consider particles as completely opaque primitives. Thus,
the opacity of a particle is neglected.

Contribution We provide a fast, on the fly method for
parallel, real-time particle generation in tetrahedral grids
and simultaneous rendering. The proposed method pre-
vents visual patterns such as streaks or clusters in the final
images. We also introduce an improved method for parti-
cle superimposing. Thereby, we address perceptive issues
occurring at different depth levels of the rendered volumes.

2 Previous work

In [2], Avila et al. propose an approach of direct vol-
ume rendering and define a rendering pipeline for irregular
datasets. They refer to the plane-sweep technique, which
is widely used to solve geometrical problems. Shirley et
al. [17] first describe a method of projecting tetrahedrons
onto the image plane. The tetrahedrons need to be sorted
before projection. Sorting is known to be O(n log n) for
most sorting algorithms, and thus a larger grid size means
more computational effort.

Approaches like projected tetras have already been im-
plemented on the GPU [11]. The authors exploit the ca-
pabilities of shaders and CUDA to perform depth sorting
of the tetrahedrons. Sorting large numbers of tetrahedrons
is a time-consuming task and can be inefficient. As alter-
native approach, Challinger [6] describes a method for ray
casting of unstructured grids. Ray casting generates im-
ages of a higher quality but shows an O(n*) complexity in
the worst case. However, ray casting offers ways to ben-
efit from modern GPU capabilities as was shown in [21].
Still, the rendering itself requires a high computational ef-
fort and is usually too slow for real-time applications.

Point splatting [20] is a method very similar to particle-
based approaches. The authors show an efficient way
to generate oval splats with low memory cost, but point
splatting inherently produces artifacts in the rendering
process.

In [16], Sakamoto et al. describe a general approach
of PBVR. They base their particle generation algorithm
on the Metropolis Method [12]. The Metropolis method
is a well-known, efficent Monte-Carlo algorithm [13] for
random number generation. Generally, the Metropo-
lis method is rather inefficient concerning computational
speed. In [15], the authors go deeper into detail of their
particle generation method. Also, they consider rendering
tetrahedral grids by voxelizing them. Voxelizing a tetrahe-
dral grid can be rather time-consuming, depending on the
vertex distribution. Vertices, which are not located exactly
at corner points of the rectilinear grid, which characterizes
a voxelized volume, need to be interpolated. But the voxel

values need to be interpolated again for actual rendering.
Interpolation inherently produces erroneous results. Inter-
polating interpolated values increases the amount of error
even further. Pelt ef al. [19] use a particle-based method
to perform illustrative volume rendering. They describe
hatching and stippling techniques using particles and also
visualize contours of datasets with their method.

3 Particle-based volume rendering

The main idea of PBVR is to construct a dense field
of light-emitting, opague particles inside a volumetric
dataset. These particles are used to perform object-based
rendering by simulating the light emission of particles.
Mutual occlusion induced by completely opague particles
plays a major role during rendering. Sakamoto ez. al. [16]
describe the basic model in more detail. Generally, PBVR
involves two major steps. First, a proper particle distribu-
tion inside the volume needs to be generated, which is de-
scribed in Section 3.1. Second, in Section 3.2 we outline
how the particles are projected onto the image plane. In
these two sections, we give a detailed description of those
two steps as well as some detail on methods to increase the
visual performance of the algorithm.

3.1 Particle Generation

In this paper we use a stochastic process to generate the
field of particles. It is desirable to generate particles uni-
formly distributed over the whole volume. This results in
images without visual artifacts, namely streaks, holes, or
clusters. We split the volume into tetrahedral cells and per-
form particle generation per cell. This divide and conquer
approach has several effects. On the one hand, particle
generation is parallelizable. On the other hand, the gener-
ated particles do not necessarily resemble a uniform ran-
dom distribution over the whole volume anymore. Thus,
we will show how to treat this situation effectively in the
following paragraphs.

Particle Distribution over Cells We consider a maxi-
mum number of particles p;,q for the whole model. This
number comprises the maximum amount of particles to be
rendered throughout the whole volume. Note that the max-
imum amount of particles is rarely fully exploited. To ac-
complish a visually acceptable distribution of particles, we
need to determine the amount of particles p..; that each
cell may project. We calculate this number by using the
proportion of cell volume V,,;; to the total volume of the
grid V4. This ratio directly describes how many particles
of the total quantity we may use for a given cell. There-
fore, the number of particles per cell is

Pcell = Vcell/vgrid * Pmax- (D
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This can be proven easily for one dimension. General-
ization to the third dimension thereafter is trivial, but un-
fortunately both exceed the length of this paper.

Using this method, we generate one single dense distri-
bution for each cell. What we actually want to achieve is a
uniform distribution over the whole volume. Our method
of splitting the whole volume into separate sub-volumes
shows a statistical benefit. In short, we can distribute the
particles over the cells in a way that resembles the distri-
bution of the mean values of the generated particles for
different spatial regions. The mean value of the gener-
ated particles in a cell — considering a distribution over
the whole volume rather than over single cells — is exactly
the proportion of the cell volume V,,; to the total volume
Veria- Thus, we may generate the particles per cell and still
statistically achieve a uniform distribution over the whole
data space.

Particle Position For the positions of the particles,
we use barycentric coordinates on the tetrahedral cells.
Barycentric coordinates describe a point that is guaranteed
to be within the borders of a given polygon. In case of
tetrahedrons, the barycentric notation of a point inside it is

P=axVI+B+«V24+yxV3+5xV4 2)

where V1,V2,V3 and V4 denote the corner points of
the tetrahedron and o through 8 resemble the barycentric
parameters. However, some constraints apply to these pa-
rameters. First, each parameter must be greater than zero.
Second, all four parameters must sum up to one. Thus, we
can rewrite the parameter & to

o=1—(a+B+7) 3)

and after replacing & in Equation 2, the barycentric de-
scription of a point results in

P=0axVI+B*V24+y+xV3+(1—(a+B+7))xV4 (4)
This means that we only need to randomly generate pa-

rameters o« , B and y for each particle. By using Equa-
tion 3, we can calculate 0 directly.

Figure 1: Generated particles clustered near the edges of a tetra-
hedron on the left and near the center on the right. This effect is
created due to using an incorrect distribution

There are several ways to generate barycentric coordi-
nates randomly. Many of those approaches possess sta-
tistically correct mean values but still introduce disturbing
visual patterns. The most straight-forward way is random
generation of all four parameters and dividing them by
their sum. This leads to a statistically recorded mean value
of 0.25 for each parameter. But the parameters are not sta-
tistically independent if generated this way. The following
Definition shows the computation of the parameters:

Definition 3.1 Barycentric parameters generated as ran-
dom numbers over the interval (0,1) and their expected
values after applying the barycentric summation con-
Straint are given as

0.5

= rmyreprEmree O
xe{a,pB,y,56} (6)

However, the particles tend to concentrate in the cell
centers, which leads to disturbing visual effects. The bor-
der regions of the cell remain very sparse. Another method
involves parameter generation within the mentioned con-
straints. After each parameter is generated, the remaining
maximum is updated and used for the generation of the
next parameter. This leads to the mean values

E(a)=0.5,E(B) =0.25,E(y) =0.125,E(8) = 0.125
@)

To equalize the distribution, parameters can be shuffled
randomly. This circumvents the situation of the first
parameter averagely using half of the parameter range
and leads to statistically recorded mean values of 0.25 for
each parameter. But this method suffers a problem similar
to the one of the straight-forward method. The generated
stochastic variables are not independent. This approach
produces the opposite of the simplistic generation. Cell
centers are sparsely covered with particles and cell borders
show a strong visual pattern. Both problematic methods
of particle generation are illustrated in Figure 1

A method to generate particles with a statistically cor-
rect, patternless distribution was introduced by Glass-
ner [7]. The method bases on folding geometry. The
barycentric parameters are randomly generated in a paral-
lelepiped, which comprises of the desired tetrahedron and
its mirrored counterparts. After generation, the parame-
ters are fitted to the desired tetrahedron. In detail, we first
randomly generate the parameters & , 3 and y within the
range (0, 1). In the next step we calculate sum = o+ 3 + 7.
If that sum is greater than one, we need to manipulate the
generated parameters as we violate the barycentric con-
straint of parameter summation equaling one. Therefore,
we compute p = 1 — p for each parameter. In the final step
we calculate 0 = 1 — (a+ 3 + 7). Figure 2 shows a proper
particle distribution achieved by the described method.

Summarizing, the particles are generated uniformly dis-
tributed in a parallelepiped. Points which are outside the
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Figure 2: Uniform random distribution of particles over a tetra-
hedral cell showing no visual patterns

tetrahedron are transformed inside. This method generates
a patternless uniform random distribution of coordinates
within the constraints of barycentric parameters.

Particle Scalar Value So far we are able to generate
a cloud of uniformly random distributed particles. The
scalar value corresponding to each particle is easy to cal-
culate. We already know the geometric influence of each
corner point to a given particle, namely the barycentric co-
ordinates. We can reuse those parameters to calculate the
scalar value of a particle as

s=oxsl+Bxs2+y*xs3+(1—(a+B+7y))*s4, (8)

where sl through s4 denote the scalar values of the
corner points.

Particle Emission Probability In section 3.1 we de-
scribe a uniform particle distribution over the whole grid.
Simply projecting all generated particles would lead to a
high density of particles hitting the screen regardless of
cell opacity. So we need to thin out the particle field. As
we still want to avoid patterns within the rendered images,
we do this stochastically.

Using the scalar value and a transfer function, we first
determine the opacity that a particle would anticipate.
Based on this calculated opacity, we use the rejection
method [13] to decide whether a particle is emitted or not.
Generally speaking, the determined opacity of a particle
op, which is in the interval (0, 1) describes the emission
probability. Corresponding to each particle we next gen-
erate a stochastic variable x within the interval (0,1) on
the real line. Now we perform an emission check, i.e. if
x is smaller than op, the particle is accepted and emitted.
Otherwise, the particle is discarded. When applying this
method, cells with a mean opacity close to 1 emit almost
all of their generated particles, while cells with a low opac-
ity end up with sparse particle coverage.

3.2 Particle projection and Image Genera-
tion

Particle projection involves two steps. First, the screen
space location of the particle needs to be determined. We
need the virtual camera parameters and volume transform
to achieve this. Second, a color value needs to be assigned
to each particle.

Projection from Object Space to Image Space By us-
ing the modelview-projection matrix of the viewing cam-
era, we determine the image-space position of each emit-
ted particle. Further, we calculate its distance to the cam-
era. This involves a simple matrix - vector multiplication.
Should two particles hit the same fragment on the image
plane, the one closer to the camera is chosen to be dis-
played. The particle with a bigger distance is discarded.
This way, no depth sorting of any kind is necessary before
or during rendering. We only need to compare the depth
values of subpixels. This approach is comparable to z-
buffering. Therefore, it is necessary to create two buffers,
one for color, and one for depth.

Transfer function Looking up the corresponding color
of a given scalar value in a transfer function is possible
at three different stages of our approach. The first pos-
sible lookup can happen before projection. This means
assigning the corresponding color to the corner points of
the cells. To calculate the color of a particle, one needs to
interpolate the colors of the corner points. This method
is called pre-classification. The next possible lookup
may happen during projection of a particle. In post-
classification, as opposed to pre-classification, the scalar
values of the corner points are interpolated. Assigning a
color value to a particle is done by applying the transfer
function to the interpolated scalar value. Both pre- and
post-classification have the same memory footprint, due
to the fact that the RGBA value of a pixel uses the same
amount of memory as a floating point scalar value. Also,
the computational effort for both methods is roughly the
same. Our approach offers one more possibility. One
can store the scalar value until subpixel aggregation and
perform the lookup for the final interpolated scalar of a
pixel.

We use post classification per default because of the ad-
vantage in interpolation accuracy. Figure 3 illustrates the
difference between pre- and post-classification.

3.3 Spatial superimposing

To achieve a higher degree of projection accuracy as well
as a translucent appearance of the grid we use spatial su-
perimposing. This means that each pixel is subdivided
into several subpixels. The subpixel level / describes the
amount of subpixels per pixel, where the number of actual
subpixels equals / x[. The particles are thereby projected
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Figure 3: The difference in interpolation between different clas-
sification strategies. Figure (a) shows pre-classification where
final opacity and color values are interpolated. In (b) scalar val-
ues are interpolated using post-classification and the application
of the transfer function is performed using the interpolated scalar.

(a) 1=3

(b) 1=6

Figure 4: Stanford Dragon rendered with 60 million particles per
frame, subpixel level 3 (a) and subpixel level 6 (b) on a resolution
of 1200x800 pixels

onto a subpixel instead of a whole pixel. This increases
the amount of particles actually reaching the image plane.
Finally, the resulting pixel is calculated by averaging the
values of the subpixels.

Translucency Translucency is controlled by two pa-
rameters.  Firstly, the amount of generated particles
influence how opaque the volume seems to be. The
more particles are generated, the more subpixels are hit.
Secondly, the subpixel level increases or decreases the
level of transparency. When there are more subpixels in
total, there are also more subpixels, which are not hit
by particles. Hence, in the aggregation process we find
more empty subpixels, decreasing the mean opacity of a
superpixel and making the color appear to be brighter.

Unfortunately, increasing the subpixel level also
increases the amount of used memory on the GPU
drastically. Therefore, a proper subpixel level considering
the tradeoff between accuracy and feasibility needs to be
found for each GPU model. Also, the number of particles
and the subpixel level need to be balanced for reaching
the desired level of transparency and computational per-
formance. This balance needs to be adjusted individually
for each graphics card and desired volume translucency.

Particle Depth Enhancement Simple averaging of sub-
pixels results in an unwanted visual effect. The original
particle position and thereby the distance to the camera
is not taken into account. Thus, averaging treats each sub-
pixel as the same, resulting in an equal visualization of par-
ticles disregarding their distance to the camera. The effect
is best compared to front face culling in mesh rendering.
It might lead to a wrong depth perception while viewing
rendered volumes. While it is hardly perceivable on static
images, the viewer might become aware of it when rotat-
ing or panning the volume. Perceivably, the rendered vol-
ume does not respond to transformation as expected. To
circumvent this effect, we use the already present depth
information of displayed particles.

In detail, we analyze the current depth of each subpixel
Zeurr and record minimum z,,;, and maximum depth z,,.
for a pixel. We then calculate the depth range. Next, we
calculate a depth ratio {, considering the gap to the maxi-
mum value.

C = (Zmax - Zcurr)/(zmax - Zmin) ®

Using { as factor for the RGBA values of subpixels, we
achieve a linear differentiation of particles respective to
their depth values. Particles with a higher distance to the
viewer have a smaller impact on final pixels than particles
close to the camera.
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4 Implementation

We implemented our method using CUDA 3.2 [1], C++
and OpenGL using a NVidia GForce GTX 470 graphics
card. We use GLUT to create an OpenGL viewer and to
provide necessary camera controls.

4.1 Preprocessing of Datasets

We preprocess the datasets using the Visualization Toolkit
[10]. We iterate over all cells and determine their type. If
we encounter a non-tetrahedral cell we tetrahedralize the
cell if possible. In the next step we convert the VTK Un-
structured Grid to a VBO containing a simple data struc-
ture. Each tetrahedron consists of four vertices plus their
corresponding scalar value. We then map this VBO to the
GPU for final processing.

4.2 GPU Preparation

We need to store the transfer function for the scalar value
lookup and we also need to transfer the current model-
view-projection matrix to the device. Cuda random num-
ber generation needs an array of states, which we allocate
and setup on the GPU once. Furthermore, we allocate
different buffers in the GPU’s memory. We create two
buffers for storing the projected particles in subpixels, one
for color and one for depth. Finally, we use a pixelbuffer
for the final image, which we can map to a texture on the
screen.

4.3 Cuda Kernels

Projection Kernel The computing grid of this kernel is
linear. We use a blocksize of 256 x 1 x 1 and calculate the
grid size to be #tetras/256 x 1 x 1. Each thread handles
one tetrahedron. First we calculate the number of parti-
cles to be generated by the current thread. For each parti-
cle, we perform the following steps. First, we generate the
barycentric parameters according to Section 3.1. Next we
calculate the particle’s scalar as described in Section 3.1
and perform an opacity-only lookup for this scalar. We test
this scalar against a random number, which we generate to
determine whether it is projected or not. This process is
depicted in the flow chart of Figure 5. If this test succeeds,
we calculate the position of the particle and finally project
it via multiplication with the model-view-projection ma-
trix. This generates screenspace coordinates, which we
look up in our buffer. If the corresponding subpixel is al-
ready covered by a particle, we perform a depth check to
determine whether we need to overwrite the current sub-
pixel and the depth value accordingly. A visualized flow
of this process can be seen in Figure 6.

Superimposing Kernel We define a block size of
16 x 16 x 1 and a grid size of windowwidth/16 x
windowheight /16 x 1. Each thread handles one block of

Generate Particle
with random position

¥

Generate Stochastic Variable

v

Discard Particle |

c__..----"""Generate more
T Particles? __

Figure 5: Flow chart depicting particle generation
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:)4—{:/ Within screenspace? H:::)
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- 'Ca}.reepunding Subpi;céT‘~~‘~}
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Write color and depth values
into buffer
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Figure 6: Flow chart depicting particle projection

subpixels corresponding to the number of subpixels per
pixel. In a preliminary step we determine the minimum
and maximum depth value in the current subpixel block
as well as the distance between those extremes. We con-
secutively look up each subpixel, multiply it by the value
described in Section 3.3, and add them up. Finally we di-
vide the summation by the total amount of subpixels per
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pixel and store the calculated value in our pixelbuffer.

Gaussian Smoothing As an optional step for improving
visual results of our renderer, we post process the images
we generate. Using the same computation grid as above,
we apply a 3 x 3 gaussian blur to the pixelbuffer and store
the result in the final pixelbuffer, which is displayed. Fig-
ure 7 shows a comparison of two images, one of which
was smoothed, and the other was not.

Figure 7: Stanford Dragon with 60 million particles, subpixel
level 3. The figure on the left shows the unsmoothed version.
The figure on the right contains the same area of the volume, but
with a 3x3 gaussian kernel applied to it.

4.4 Displaying Rendered Images

To finally display the rendered image, we use a screen-
sized texture quad and map the filled final pixelbuffer to it.
As all our data structures are already OpenGL-conform,
there is no further processing neccessary.

5 Results

For testing we use several volumetric datasets. One of our
main test volumes is the Stanford Dragon volume [18].
‘We have tetrahedralized a voxel volume to obtain a regular
tetrahedron grid. This grid consists of 588245 tetrahedral
cells. Another test volume is a completely unstructured
grid obtained from a simulated radio frequency ablation
in liver tissue as described in [4] and [9]. This test volume
consists of 55527 cells.

Figure 4 shows two images of the Stanford Dragon ren-
dered with a maximum amount of 60 million particles on
subpixel level 3 and 6. A comparison of those images ex-
poses the importance of balancing the amount of particles
with the subpixel level to obtain the desired transparency
of the volume.

In Figure 8 we show the decrease in performance with
increasing number of particles and increasing subpixel lev-
els tested with the Stanford Dragon volume. From a cer-
tain point, neither increasing the subpixel level nor in-
creasing the particles by one step drastically decreases the
frame rate. Taking the high amount of cells of this dataset
into account, the recorded data show that our approach
scales well with a high amount of particles and a high sub-
pixel level.

Performance chart
Stanford dragon volume

2
Q
Q
3 . =2
e =
g« =3
$ 40 vi=4
g #|=5
g = *|=6

10 15 20 25 30

Number of Particles in millions

Figure 8: Frames per second for different amounts of particles
and subpixel levels while rendering the Stanford Dragon volume.
Lines depict the flow of performance for fixed subpixel levels.

Figure 9: Radio frequency ablation simulation, subpixel level 3
and 6 million particles per frame at 55 fps

Figure 9 shows the radio frequency ablation simulation
dataset. The dataset was constructed from a finite element
simulation, using an unstructured grid. We have prepro-
cessed this grid to split up non-tetrahedral cells. The vol-
ume itself shows probability of cell death during a radio
frequency ablation. The saturated, red areas in the cen-
ter have a high probability of cell death while the blueish
border regions are more likely to survive the treatment.
Hinted on the left and obvious in the center, the viewer
can see veins penetrating the area, working as a heat sink
and thereby increasing probability of cell survival. This
is depicted in the hazy border regions as those areas have
lower opacity, and thereby a lower amount of particles to
be emitted.

6 Conclusion

We have shown that our method is able to render millions
of particles per second in real-time. This is mainly possi-
ble achieved by our particle generation process. We gener-
ate the particles per-frame and in real-time, and take care
of proper distribution over the volume. Further, our ap-
proach offers capabilities to render arbitrary volumetric
data structures as most data sets can easily be converted
to a tetrahedral structure. The opposite, correct voxeliza-
tion of unstructured data, is a lot harder to achieve.
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In the future, this approach might be expanded to enable
rendering multiple volumes. Also, the approach could be
modified to distributedly render very high resolution im-
ages for large displays. A detailed benchmark test and
comparison against other volume rendering approaches is

also

part of future work.
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