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Abstract

Combining filtering techniques with shadow mapping is a
common tool to simulate soft shadows in real-time appli-
cations. A positive side-effect of such approaches is that
the filtering also blurs aliasing artifacts caused by low res-
olution shadow maps, thereby improving the visual quality
of the shadow. In this work we investigate the correlation
between filter radius and shadow map resolution to opti-
mize computational performance while mostly preserving
the visual quality of the soft shadow. We present the re-
sults of a user study and offer a ready-to-use function to
compute for shadow map aliasing artifacts a respective fil-
ter size that makes it unrecognizable.
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1 Introduction

Shadows are crucial for identifying spatial relations be-
tween objects. In real-time graphics shadows are fre-
quently implemented by using shadow maps [9]. A
shadow map stores distances of the visible points in the
scene from the point of view of the light source. When
the scene is rendered from the camera viewpoint, those
values can be compared to the respective distances of the
points visible to the camera. If they are farther away form
the light source the point is shaded. This basic approach
produces hard shadow silhouettes and would theoretically
need a sampling density that matches the size of the texel
drawn on the screen. Modern implementations commonly
average multiple shadow map samples per texel in order to
produce softly blurred shadow transitions called penum-
brae. Such soft shadows provide a higher degree of visual
quality and increased artistic freedom.

Real-time rendering applications require shadow maps
to be generated and filtered for every frame and con-
sume lot of performance on the Graphics Processing Unit.
Keeping the shadow map’s resolution to a minimum re-
duces memory transfers and generation costs, and in-
creases cache hits.

Our aim is to find a perceptually sound method to de-
termine a minimal shadow map resolution. We exploit the
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low-pass filtering property of soft shadow penumbrae and
introduce a linear function which allows shadow map res-
olutions and aliasing artifacts to be reduced to a minimum.

We can summarize our contributions to real-time soft
shadowing as follows:

e We investigate the relatively complex problem of ar-
tifacts generated by arbitrary aligned shadow maps in
soft shadow algorithms and break down the huge pa-
rameter space, which can be hardly investigated in a
user study, into a simplified version.

e A novel approach to dynamically adjusting shadow
map sizes for real-time soft shadowing algorithms.
By reducing the number of depth samples in a shadow
map we can increase performance in shadow map
generation since there are less fragments to process
and fewer texture lookups. This also improves cache-
efficiency because shadow samples are tightly packed
and redundant samples are being avoided.

e Our method is flexible and can be applied to several
existing soft shadow mapping algorithms.

2 Related Work

Shadow mapping was first introduced by Williams [9] in
1987 and has evolved ever since.

Nowadays a variety of filter based extensions to the tra-
ditional shadow mapping algorithm exist such as the fol-
lowing:

e Percentage Closer Filtering (PCF) [6] addresses the
problem of anti-aliasing in shadow maps. Traditional
shadow maps contain depth information, hence pre-
filtering cannot be achieved directly. The solution is
a screen space averaging approach. By increasing the
filter size it can be used to simulate soft shadows with
a constant penumbra.

e Variance Shadow Maps [3] approximate the depth
values by storing mean and variance of the depth
distribution. Instead of averaging multiple samples
like in PCF, the probability of a fragment being lit
is calculated through the moments using Chebshev’s
inequality. Storing mean and variance of the depth
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distribution instead of actual depth values allows pre-
filtering of the shadow map.

e Convolution Shadow Maps [1] use Fourier expansion
to store and reconstruct depth values. This approach
allows shadow maps to be pre-filtered but requires a
lot of memory and expensive memory transfers to re-
trieve the Fourier coefficients.

e Exponential Shadow Maps [2] adopt an exponential
function to approximate the shadow test. The main
benefits are pre-filter-ability and cheap memory and
computational costs.

e Percentage Closer Soft Shadowing (PCSS) [4] ex-
tends the capabilities of PCF by evaluating the filter
radius for each fragment based on the distance from
shadow occluder to receiver. This approach features
a more plausible penumbra behavior in regions where
occluder and receiver merge (contact hardening).

Hecher et al. [5] present a comparison of some of these
algorithms using a comprehensive perceptual study.

In this article we will focus on PCF and PCSS as rep-
resentative examples of filter based methods, but our find-
ings can be applied to any of the above.

3 Investigating Shadow Map Sam-
pling and Filtering

Our first goal is to find a relation between depth sampling
resolution and shadow map filtering. We will further in-
vestigate this relation in Section 4 and propose a formula
for practical use in Section 6.

Shadow maps are generated per frame by sampling
depth values of a scene from the light sources perspective.
The sampling process makes use of the hardware graphics
pipeline by transforming scene geometry into the perspec-
tive view space of the light source and storing the nearest
depth values per viewport fragment.

Later, when the scene’s per-pixel lighting is calculated,
the fragment shader projects each fragment to light-space
and queries the shadow map to compare depth values. In
case of soft shadows multiple queries are performed in the
neighboring vicinity of the fragment in question and fil-
tered by averaging in order to achieve a penumbra effect
on shadow borders.

This blurring filter hides high frequency detail on the
shadow boundary, leading us to the hypotheses that with
increasing softness of the shadow (i.e., a bigger filter size)
a less detailed shadow map resolution is required to pro-
duce visually sound results. Figure 1 demonstrates this ob-
servation by comparing the visual impact of varying filter
sizes with different resolutions of the same shadow silhou-
ette. We can see that the resolution required for displaying
a perceptually sound soft shadow seems to be directly ef-
fected by the filter size.

We will take a closer look on this relation between res-
olution and filter size in the following sections. Our fi-
nal goal will be to exploit filtering in order to minimize
the shadow map’s resolution. This would not only poten-
tially reduce a shadow map’s memory footprint, but also
improve memory transfer performance during Percentage
Closer Filtering, since the probability of hitting the right
samples in a cache-segment will be higher.
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Figure 1: By doubling the penumbra radius we can re-
duce the shadow map’s resolution by half without notice-
able negative impact on the visual quality.

4 Study Design

Our goal is to hide shadow artifacts by finding an optimal
parameterization for shadow mapping based algorithms.
This means we need to consider several potentially im-
portant parameters related to viewer, light source, shadow
map, shadow casting objects and shadow receiving ob-
jects. Additionally, because the major target of this re-
search are real-time applications, we also need to take per-
formance into account. In this section we discuss how we
can map this relatively complex task to a simple 2D setup
which reduces the parameter space greatly and allows us
to find a solution to this problem.
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Figure 2: A comparison of soft shadow iso-contours pro-
duced by an artifact-free shadow map (left) and a shadow
map with a regular artifact pattern (right).

4.1 Reducing the Parameter Space

Looking at all the factors involved in computing soft shad-
ows, we find that naively sampling this huge parameter
space in a user study would be next to impossible. Too
many configurations are necessary to allow for a meaning-
ful evaluation of all the setups that produce perceptually
artifact-free images. We therefore need to reduce the com-
plexity of the problem.

Let’s continue our investigation from the previous sec-
tion and take a closer look at the factors influencing the
visibility of artifacts. Our first observation from Section
3 is that by increasing penumbra size the visibility of ar-
tifacts can be reduced and increasing the resolution of the
shadow map has the same effect. Changing any of the
other parameters mentioned above might impact the per-
ceivability of shadow artifacts, as they can influence the
projected shadow map pixels in the scene (by changing
light source, shadow caster and/or shadow receiver posi-
tion), the projection of the artifact onto the viewer’s image
plane (by changing the viewer’s position) or the contrast
of the produced artifacts (by changing the surface color
and/or intensity of the light source). So the problem can
be separated into three parts. The first part involves the
artifact projected from the light source into the scene, the
second part how the artifact is projected onto the image
plane of the viewer and the third part the contrast and color
of the artifact.

Looking at the first part from an analytical standpoint,
we make the following observation: The result of comput-
ing the soft shadow from a shadow map using filter-based
approaches, can be basically seen as a set of iso-contours
representing the filtered hard shadow (see Figure 2). These
iso-contours form patterns depending on the angle of the
light source and the structure of the shadow receiving sur-
face. Artifact-prone and artifact-free solutions will have
different contour patterns and we argue that the user eval-
uates the dissimilarity in their curvature and slope to iden-

.

Figure 3: An illustration of the two silhouette artifact pat-
terns used in our user study. The left image shows a single
step, the right image a regular stair pattern. The red lines
represent the actual silhouette of the sampled geometry.

tify artifacts. Because changing the scene setup (viewer,
lights source, objects) can only effect these two factors
(curvature and slope), we can simplify the parameter space
to said variables. Hence, the problem becomes a simple
2D evaluation of filtering differently sized artifacts with
increasing filter size. So we do not have to consider the
scene setup at all. The question then is when do these dif-
ferences become indistinguishable to users?

4.2 Selecting the Stimuli

Now that we were able to greatly simplify the problem, we
have to sample the remaining parameters in a meaningful
way.

Filter Size We treat the filter size as the dependent vari-
able in our experiments. Our goal is to understand how
much an artifact has to be blurred so users cannot recog-
nize it anymore.

Artifact Size Selecting meaningful artifact sizes is actu-
ally not that trivial, as we have to consider that the moni-
tors the experiments will be conducted on have a specific
pixel resolution. Choosing the artifact size too big or too
small can bias the user in his or her decision in whether
the original stimulus actually was an artifact (e.g. if the ar-
tifact is below pixel size or so big that the filter necessary
to hide it needs to be bigger than the screen). We therefore
choose the minimal artifact size to be at least five pixels on
the screen and at most 5% of the screen size (in out case 30
pixels). In-between we set two additional sample points at
10 and 20 pixels.

Silhouette Patterns The patterns formed by the shadow
map depend on the angles of the object silhouette on the
shadow map. If a silhouette is horizontally or vertically
aligned with the shadow map, artifacts are not visible. In
the case of diagonal 45 degree silhouette artifacts are vis-
ible at regular intervals, to which we will refer to as stair
pattern. Cases in-between result in irregular or a mixture
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Figure 4: A comparison between reference filter size and
perceptual filter size for the investigated artifact patterns
(stair and step). The filter size necessary to hide artifacts
from users (perceptual filter) is significantly lower than for
the reference filter size.

of irregular and regular patterns. We decided to investi-
gate cases where a single artifact (which we will call step
pattern) is generated and the 45 degree case.

Light-Shadow Contrast The last independent variable
we want to investigate is the contrast between lit and
shaded areas. We decided to include the worst case sce-
nario, which is the contrast between completely black and
white screen pixels. Additionally we reduce the intensity
of the lit part by 50% to have an additional sample case.

To summarize, we need to find the right filter size for
all artifact size, artifact pattern and light-shadow contrast
combinations, resulting in a total of 24 stimuli.

4.3 Task

We decided to use the QUEST procedure [8] to find the
threshold at which users can no longer infer from the fil-
tered stimuli whether the original had artifacts in it or not.
We used the Matlab Psycho Toolbox to control the
QUESTs. The threshold guess was set to 3% of the artifact
size, which is also used as an initial guess and the standard
deviation guess. As a probability threshold we used 0.82.
The gamma parameter was set to 0.5 and the delta param-
eter to 0.01. As beta parameter we used 3.5, which was
optimized using data obtained by one of the authors per-
forming a beta analysis over 60 trials of the experiment.

5 Evaluation

Due to limited time and resources the study was conducted
with a relatively small population of ten users (nine male,
one female), all of them were experts in computer-graphics
aged 28.2 years on average(standard deviation 3.1 years).
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Figure 5: Reducing the contrast makes it slightly harder to
spot artifacts as can be seen in comparison to the results
in Figure 4.

Based on the user study’s results we can observe the im-
pact of the different parameters on the optimal filter size.

Impact of Artifact Size As already indicated by our ob-
servations conducted in Section 3, the artifact size propor-
tionally corresponds to the filter radius that is required to
hide them. Figure 4 shows a dependence between filter
size and artifact size that is nearly linear. While the stair-
artifacts of size 10 are hidden using a filter size of ~ 25
pixels or larger, the 20 pixel artifacts on the other end re-
quire a filter of at least 50 pixels.

Impact of Patterns The study shows that the single arti-
fact pattern needs a larger filter size in general to be hidden
from the user. Figure 4 shows that the stair patterns of size
10 pixels are perceived as a straight contour when the filter
size is at or above 25 pixels. Using the same filter size sin-
gle step-artifacts of the same size are still identifiable by
the users. We assume that the regularity of the 45 degree
pattern is beneficial to the user’s perception of a straight
contour.

Comparison to Reference Filter Size In order to mea-
sure the actual benefits of the perceptual approach, we
need to compare it to a reference solution. We decided
to use the same setup we employed in our user study, with
the assumption that in the worst case artifacts will be no-
ticed if at least one pixel differs from the expected out-
come. In other words if the rasterization of two filtered
solutions, one with and one without artifacts, produces the
same image (assuming a typical 8 bit representation for
intensities), the perfect user will not be able to spot any ar-
tifacts. This corresponds to finding the minimal filter size
where this condition is met. We will refer to this filter size
as the reference filter size.
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Impact of Light-Shadow Contrast Reducing the con-
trast between the lit- and the umbra region makes it
slightly harder for the user to identify artifacts as can be
seen in Figure 5.

In the next section we will use the data gathered by the
user study to fit a linear function which describes the per-
ceptually optimal relation between filter- and artifact size.

6 Applications

While the previous Sections investigated the impact of
changes of given parameters on the optimal filter radius,
real-time shadowing setups need to approach the problem
from the opposite direction, that is, to calculate the optimal
parameters for a certain filter radius.

Given an arbitrary scene, we have to assume the worst
case of artifact pattern and the worst case of light-shadow
intensity to appear, hence the only parameter left to find
is the right artifact size which is governed by the shadow
map’s sampling resolution.

Fitting a linear function to the results shown in Figure 4
(blue line) we get Equation 1, which allows us to calculate
the optimal filter radius r to a shadow map by multiplying
the pixel size a (artifact size) with the slope c of the linear
function.

r=a-c

(c=3.47) (1)

In order to conduct a practical evaluation of our observa-
tions, we implemented a real-time rendering environment
and applied Equation 1 to dynamically resize the resolu-
tion of a shadow map. We demonstrate the effectiveness of
reduced shadow map resolution by applying PCF as well
as PCSS filtering. In the case of PCF the filter always
needs to have a radius of 3.47 times the pixel size. To
use or findings for PCSS we first need to map the penum-
bra onto the shadow map of the light source to obtain the
filter radius. Then the optimal shadow map can be com-
puted by dividing the shadow map with the maximally al-
lowed artifact size. Because the penumbra size can differ
within parts of the scene and shadow map artifacts should
be avoided, we need to use the maximum shadow map size
calculated for each surface point visible for the viewer that
lies in shadow.

These rendered results are shown in Figure 7. For
each filtering method we show two situations in particular,
small and large filter size and compare the reduced shadow
map resolution rendering to the unreduced reference ren-
dering side-by-side. While the results look almost iden-
tical, we observe an increase in frame-rates on a Geforce
GTX 960 GPU by up to 100%.

Poisson Disc Sampling A common approach to reduce
the amount of shadow map samples needed to compute
soft shadows is to utilize randomly rotated Poisson disc
kernels. We will shortly discuss why we expect our find-
ings to be usable in Poisson disc based algorithms as well.

Let’s first consider that Poisson disc sampling intro-
duces noise in the soft shadow, which makes it harder
for the user to perceive the iso-contours discussed in Sec-
tion 4.1 (the noise obfuscates the contours). We therefore
expect our findings to be compatible with such algorithms,
as artifacts should be even less noticeable when they are
used.

7 Limitations And Future Work

Although our implementations show promising results
there are some noticeable limitations: In cases where the
penumbra width is large, high frequency geometry details
might be omitted. An example is shown in Figure 6. One
solution to overcome this problem, would be to use a sec-
ond shadow map dedicated for high frequency geometry.

In cases where the penumbra width is very small, i.e.
for hard shadows or contact shadows, the penumbra width
has to be enlarged, because the required resolution would
tend to be infinitely large. Schwirzler et al. describe a pos-
sible solution to this problem in their adaptive light source
subdivision approach [7].

Due to limited resources we conducted our user study
on a small group of ten expert users. We expect to further
reduce the shadow map’s footprint by questioning inexpe-
rienced users.

Figure 6: Lowering the resolution might have the un-
wanted side-effect of detail being omitted.

8 Conclusions

We investigated how soft shadow filtering can be exploited
to hide shadow mapping related artifacts. Reducing the
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complex feature space of shadow perception allowed us to
design a user study to find out at which point filtered ar-
tifacts become unnoticeable to users. By interpreting the
results of the user study we were able to describe the con-
nection between shadow filter width and shadow map reso-
lution from a perceptual point-of-view with a function that
can be used in practical shadow mapping setups. When
we applied this function to common shadow filtering al-
gorithms, we were able to save resources by using percep-
tually optimized algorithms (as can be seen by comparing
the shadow map resolutions and fps-timings in Figure 7).

Our findings can be used to dynamically adjust shadow
map resolution in real-time, or to calculate a feasible
shadow map resolution tailored to a desired penumbra
width.
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(a) PCF 2048 x 2048, 193.4 fps (b) PCF 598 x 1244, 294.2 fps

(c) PCF 2048 x 2048, 157.4 fps (d) PCF 199 x 414, 290.5 fps

(e) PCSS 2048 x 2048, 192.4 fps (f) PCSS 582 x 1211, 307.5 fps

(g) PCSS 2048 x 2048, 163.2 fps (h) PCSS 190 x 395, 303.4 fps

Figure 7: Side-by-side comparison of the same scene rendered with large and reduced shadow map resolution. The
shadow map resolutions and achieved frame-rates can be seen in the respective captions.
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